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PREFACE

This document describes the funclions to be performed by the internetwork Transmission
Control Program (1CP) and its interface to programs or users that require its services. There
have boen four previous TCP specifications as described in the introduction. The present text
draws borrows heavily from them,

Allhouph the list of participants in the TCP work is very long (see [CEHKKS77] - the final
Stanford University TCP project reporl), special acknowledgments are due to R. Kahn, R
Tomlinson, Y. Dalal, R, Karp and C. Sunshine for their active participation in the design of TCP.

The version 3 specification was influenced by many people, but special mention should be
mace of of the work al MIT's Laboralory for Computer Science on the Data Stream Protocol
{DSP) by Dave Clark and Dave Reed. Many of the specific changes were first described by Ray
Tomlinson of BBN [Temlinson77).  The final document benefited from the comments of the
following reviewers: Michael Padlipsky, Carl Sunshine, John Day, Gary Grossman, and Ray
Tomlinson.

This revised edilion of the version 4 specification was influenced by the comments of the
following: Vint Cerf, Dick Watson, Carl Sunshine, Danny Cohen, Dave Clark, John Day, Gary
Grossman, Jim Mathis, Gill Plummer, Jack Haverty, and the whole TCP Working Group.
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1. INTRODUCTION

The Transmission Conlrol Protocol (TCP) is intended for use as a highly reliable host-to-host
protocol between hosts in packet-switched computer communication networks, and especially in
interconnected systems of such networks.

This document describes the functions to be performed by the internetwork Transmission
Control Protocol (TCP), the program that implements it, and its interface to programs or users
thal require its services.

1.1. History

There have been four previous TCP specifications: The first [CD574] defined version 1 of
TCP. A second [PGR76a] was wrillen for the Defense Communications Agency in
connection with its AUTODIN Il project. The third [Cerf77) defined version 2, for use in
the ARPA internetwork research projects. The fourth [CP78] defined wversion 3, a
refinement of version 2.

The AUTODIN Il version differed from the original version in the following ways:

Specification of a resynchronization mechanism was included, and fields for security and
priorily, which were known requirements of AUTODIN Il, were added.

The first internet version {version 2) differed from the original version in the following ways:

A different resynchronization procedure was introduced; an "option" field was defined
for the TCP header to accommodate not only security and priority but other special
features concerned with, for example, segment speech services, diagnostic timestamping,
and so on,

Version 2 eliminated all error messages but for RESET, and thus simplified the header
formal. There are still many local errors which can be reported to the user, but none of
these need cross the network(s) between TCP’s.

Connection closing was slightly more elaborate in Version 2 than in version 1 because the

Postel [Page 1]
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FIN signals had to be acknowledged. Furthermore, the INT and FIN facilities no longer
caused flushing of the data slream. (A scparale "flush" facility was tested, but
climinaled in the end.) Dealing with flow-control windows that have gone to zero was a
ncw fealure of version 2, and, finally, the reassembly of fragments into segments was
more carefully specified.

In version 3 TCP furlher evolved. The primary changes from version 2 were as follows:

The resynchronization mechanism was eliminated in favor of a quiet period on
initialization of the TCP. g

Buffer management and letlers boundaries were more tightly coupled associated by the
coupling of the end of letter flag to a receive buffer size.

The interrupt signal was eliminated in favor of an urgent pointer.

A furlher separation of the internet and TCP specific information in the segment format
was achioved.

Version 4 TCP specified here has the following changes:

The TCP now expects to call on a lower level protocol module in the host for certain
funclions; in the general internetwork case, TCP expects the lower level module to

" implement the ARPA Internetwork Protocol [Postel78d] or something functionally
cquivalent to it.

Addressing information necessary to reach a specific TCP implementation is expected to
be carried on the lower level prolocol.

Frapmentation and reassembly have been eliminated from TCP and made the
responsibility of the lower level protocal.

1.2, Scope

The TCP is inlended to provide a reliable process-to-process interprocess communication
service in a mullinetwork environment. The TCP is intended o be a hosl-to-host protocol in

common use in mulliple networks.
1.3. Other Documentation

For other documentaltion, see lhe items cited in the Histery Section (1.1) and the items
listed in the Bibliography:.
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1.4. Interfaces

The TCP inlerfaces on one side to application processes and on the other side to a
transmission protocol such as Internetwork Protocol [Postel78d].

The interface between an application process and the TCP is illustrated in reasonable detail.
This interface consists of a set of calls much like the calls an operating system provides to
applicalion process for manipulating files. For example, there are calls to open and close
connaclions and to send and receive letters on established connections, It is also expected
that the TCP can asynchronously communicate with application programs via events.

The inlerface between TCP and a transmission protocol is essentially unspecified except that
il i= assumed there is 8 mechanism whereby the two can pass information to each other

such as evenls.
1.5. Operation

Several basic assumplions are made about process-to-process communication; these are
lisled here without further justification.  The interested reader is referred to [CK74,
Tomlinson74, Belsnes74, Dalal7d4, Dalal?75, Sunshine76a, CEHKKS77] for  further

discussion,

HOS5Ts are compulers allached to a network, and from the- communication network’s point
ol view, are lhe sources and destinations of messages. PROCESSes are viewed as the active
clements of all host compulers in a network (in accordance with the fairly common
definition of a process as a program in execulion). Even lterminals and files or other |/O
media are viewed as communicating through the use of processes. Thus, all network
communication is viewed as inter-process communication.

Since a process may need lo distinguish among several communication streams between
ilsclf and anolher process (or processes), we imagine that each process may have a number
of PORTs through which It communicales with the ports of other processes.

Since port names are selected independently by each operating system, TCP, or user, they
may nol be unique. To provide for unique names at each TCP, we concatenate an internet
ADDRESS specific {o the TCP level with a port name to create a SOCKET name which will ba

unique throughout all networks connecled together.

For cxample,
Network = ARPANET (number 12},
Host = ISI-TENEXA (imp 22, host 1),
Port = FTP-Server (port 3}

or
BEBB1816--BE810110-00E0EREERRAERE] -PEBEREBEERERER11

Postel g [Page 3]
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A pair of sockels form a CONNECTION which can be used to carry data in either direction
{i.o, "ull duplex”). The connection is uniguely identified by the <local socket, foreign
sockel> address pair, and the same local socket name can participate in multiple
connoclions to differenl foreign sockels.

Processes exchanpe finite lenglh LETTERs as a way of communicating; thus, letter
boundarics might be significant in some process-to-process communications. However, the
length of a leller may be such thal it must be broken into SEGMENTs before it can be
transmilted to its destination. We assume thal the segments will normally be reassembled
into a leller before being passed to the receiving process. A segment may contain all or a
part of a lelter, but a segment never contains parts of more than one letler.

Furlhormore, there is no restriction on the length of a letter. A connection might be formed
o send a single long leller (a stream of byles, in effect).

There is, however, a coupling between letlers as transmilled and the use of buffers of data
thal cross the TCPfuser interface. Each time an end of letter (EOL) signal is associated
with data placed into the receiving user’s buffer, the buffer is returned to the user for
processing even if the buffer is nol filled.

Wr specifically assume thal segments are transmilted from host to host through means of a
PACKET SWITCHING NETWORK (PSN) [RW70, Pouzin73].  This assumplion is probably
unnceessary, since a circuit switched nelwork or a hybrid combination of the two could also
be uscd; but for concreteness, we explicitly assume that the hosts are connected to one or
more PACKET SWITCHES [PS] of a PSN [HKOCW70, Pouzin74, SW71]

Processes make use of the TCP by handing it letlers (or buffers filled with parts of a letter).
The TGP breaks these inlo segments, if necessary, and then embeds TCP segment in an
INTERNET SEGMENT. FEach internet segment is in turn embedded in a LOCAL PACKET
suilable for transmission from lhe hosl to one of its serving PSs. The packet switches may
perform further formatling, fragmentation, or other operations to achieve the delivery of the
local packel to the destination host.

The term LOCAL PACKET is used generically here to mean the formatted bit string
exchanped belween a host and a packet switch. The format of bit strings exchanged
belween the packet swilches in a PSN will generally not be of concern to us. If an
inlernelwork segment is destined for a TCP in a foreign PSN, the local packet is routed to a
paloway which connccts the originaling PSN with an intermediate PSN or with the
destinalion PSN. Routing of internetwork segment to the gateway may be the responsibility
of lhe source TCP or the local PSN, depending upon the PSN services available.

The model of TCP operation is that there is a basic gateway (or internet protocol module)
aseocialed wilh cach TCP which provides an interface to the local network. This basic
paloway performs routing and segment reformatting or embedding, and may also implement
conpestion and error control between the TCP and gateways at or intermediate to the
destlination TCP.

[Page 4] Pastel
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At a pateway between networks, the internet segment is "unwrapped” from its local packet
formal and examined lo determine through which netlwork the internet segment should
travel nexl. The internet segment is then "wrapped” in a local packet format suitable to
tho next nelwork and passed on to a new packel switch.

A paleway is permilled to break up an internet segment into smaller FRAGMENTS if this is
necessary for transmission through the next network. To do this, the gateway produces a
sel of internet packets, each carrying a fragment. Fragmenis may be broken into smaller
ones al intermediate gateways. The internet packet format is designed so that the
deslinalion galeway can reassemble fragmenls into internet segments. Segments, of course,
can be reassembled into letters by the destination TCP.

The TCP is responsible for repulaling the flow of TCP segments to and from the processes it
serves, as a way ol preventing its host from becoming saturated or overloaded with traffic.
The TCP is also responsible for refransmitting unacknowledged segments and for detecting
duplicales. A conscquence of this error detection and retransmission scheme is that the
order of letlers received on a given connection can also be maintained [CK74,5unshine75].
To perform these functions, the TCP opens and closes connections between ports.

Postel ' [Page 5]
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2. PHILOSOPHY
2.1. Related Work

Some work that at one point was closely related is the definition of a Transport Protocol by
the Internation Network Working Group [CMSZ78] '

2.2. Mcchanisms Explained

The key idea of TCP is thal processes exchange letters via connections. TCP utilizes many
mechanisms to provide this service.

Processes are supporled by the host operating system.

Letlers are supporied by the reliable {ransmission of TCP segments containing beginning
and end of letler flags. Transmission is made reliable via the use of sequence numbers
and acknowledgmenis,

Connections are supported via procedures to establish and clear connection. These
procedures ulilize the synchronize (SYN) and finis (FIN) control flags and involve a
lhree-way hand shake. Connections are identified by pairs of addresses that include port
identifiers, Such address are called sockets to stress that fact.

Lellers

A leller is a sequence of one or more successive octets (8-bit bytes) on a TCP
connection. The beginning of a letler is marked by a BOL control flag in a segment. The
end of a letter is marked by the appearance of an EOL control flag in a segment. A letter
is the minimum unit of information which must be passed from a receiving TCP to a
receiving: process. A TCP may pass less information to the receiving program; but when
a TCP has a complete letter, it must not wait for more data from the remote process
belore passing the letter to the receiving process if the receiving process is ready to

accepl it.

The TCP as a Posl Office

The TCP acts in many ways like a postal service since it provides a way for processes to
exchange letlers wilh each other,

Il someclimes happens that a process may offer some service, but not know in advance
what ils correspondenls’ addresses are. The analogy can be drawn with a mail order
house which opens a post office box which can accept mall from any source. Unlike the
posl box, however, once a letter from a parlicular correspondent arrives, the resulting
conncction becomes specific to the correspondents until the correspondents declare
olherwise--thus making the TCP more like a telephone service. Without this
particularization, the TCP could not perform its flow control, sequencing, duplicate
deteclion, end-lo-end acknowledgmenl, and error control services.

Postel : [Page 7]


























































































































































































































































































